
Multiagent Systems 

Algorithmic, Game-Theoretic, 
and Logical Foundations 

YOAV SHOHAM 
Stanford University 

KEVIN LEYTON-BROWN 
University of British Columbia 

Щ C A M B R I D G E 
WM UNIVERSITY PRESS 



Contents 

Credits and Acknowledgments page xv 

Introduction xvii 

1 Distributed Constraint Satisfaction 1 
1.1 Denning distributed constraint satisfaction problems 2 
1.2 Domain-pruning algorithms 4 
1.3 Heuristic search algorithms 8 

1.3.1 The asynchronous backtracking algorithm 9 
1.3.2 A simple example 11 
1.3.3 An extended example: the four queens 

problem 13 
1.3.4 Beyond the ABT algorithm 15 

1.4 History and references 17 

2 Distributed Optimization 19 
2.1 Distributed dynamic programming for path planning 19 

2.1.1 Asynchronous dynamic programming 19 
2.1.2 Learning real-time A* 21 

2.2 Action selection in multiagent MDPs 23 
2.3 Negotiation, auctions, and optimization 27 

2.3.1 From contract nets to auction-like optimization 27 
2.3.2 The assignment problem and linear programming 29 
2.3.3 The scheduling problem and integer programming 36 

2.4 Social laws and conventions 43 
2.5 History and references 45 

3 Introduction to Noncooperative Game Theory: Games in Normal 
Form 47 
3.1 Self-interested agents 47 

3.1.1 Example: friends and enemies 48 
3.1.2 Preferences and utility 49 

3.2 Games in normal form 53 
3.2.1 Example: the TCP user's game 54 
3.2.2 Definition of games in normal form 55 
3.2.3 More examples of normal-form games 56 
3.2.4 Strategies in normal-form games 58 

3.3 Analyzing games: from optimality to equilibrium 60 



VIII Contents 

3.3.1 Pareto optimality 60 
3.3.2 Defining best response and Nash equilibrium 61 
3.3.3 Finding Nash equilibria 62 
3.3.4 Nash's theorem: proving the existence of Nash equilibria 64 

3.4 Further solution concepts for normal-form games 71 
3.4.1 Maxmin and minmax strategies 72 
3.4.2 Minimax regret 75 
3.4.3 Removal of dominated strategies 77 
3.4.4 Rationalizability 79 
3.4.5 Correlated equilibrium 81 
3.4.6 Trembling-hand perfect equilibrium 83 
3.4.7 б-Nash equilibrium 83 

3.5 History and references 85 

4 Computing Solution Concepts of Normal-Form Games 87 
4.1 Computing Nash equilibria of two-player, zero-sum games 87 
4.2 Computing Nash equilibria of two-player, general-sum games 89 

4.2.1 Complexity of computing a sample Nash equilibrium 89 
4.2.2 An LCP formulation and the Lemke-Howson algorithm 91 
4.2.3 Searching the space of supports 99 
4.2.4 Beyond sample equilibrium computation 101 

4.3 Computing Nash equilibria of n-player, general-sum games 102 
4.4 Computing maxmin and minmax strategies for two-player, 

general-sum games 105 
4.5 Identifying dominated strategies 106 

4.5.1 Domination by a pure strategy 106 
4.5.2 Domination by a mixed strategy 107 
4.5.3 Iterated dominance 109 

4.6 Computing correlated equilibria 110 
4.7 History and references 111 

5 Games with Sequential Actions: Reasoning and Computing with 
the Extensive Form 113 
5.1 Perfect-information extensive-form games 113 

5.1.1 Definition 113 
5.1.2 Strategies and equilibria 115 
5.1.3 Subgame-perfect equilibrium 117 
5.1.4 Computing equilibria: backward induction 119 

5.2 Imperfect-information extensive-form games 125 
5.2.1 Definition 125 
5.2.2 Strategies and equilibria 126 
5.2.3 Computing equilibria: the sequence form 129 
5.2.4 Sequential equilibrium 136 

5.3 History and references 139 


